A general flux-based analysis for spherical electrocatalytic nanomotors
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We present a flux-based analysis of the motion of spherical electrocatalytic nanomotors based on an electrokinetic model with general distribution of cation flux over the motor surface. Using the method of matched asymptotic expansions, we find a general expression for the motor velocity to leading order in the Debye length in the limit of weak surface cation flux. The nanomotor velocity is proportional to the first Legendre coefficient of surface cation flux and depends non-linearly on the interfacial potential at the particle surface, inversely on the fluid viscosity and background ion concentration in the electrolyte. The results are consistent with previous experimental observations and numerical calculations. We also provide a scaling analysis that portrays the physical picture of self-electrophoresis at the molecular level based on migration of ions and transfer of their momentum to fluid. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4904951]

I. INTRODUCTION

The development of artificial nanomotors during the past decade has created a fascinating new area in colloid science focused on powered motion at the nanoscale.1–14 Self-locomotion at low Reynolds number has been studied for many years in biological systems.15–19 New artificial nanomotors exhibit linear20–26 and rotational motion27–36 in abiotic systems without external driving forces. To assist experimental efforts in developing faster22–24 and more functional37,38 nanomotors, mathematical models of motor function39–44 have been developed to relate the velocity and performance of motors to the physical parameters of the nanomotor and its environment. The proposed motion mechanisms include self-diffusiophoresis,41,42 self-thermophoresis,45–49 self-acoustophoresis,50,51 bubble propulsion,51–55 osmotic propulsion,56,57 and self-electrophoresis.58–65

The concept of self-electrophoretic propulsion dates back to Mitchell,66,67 who suggested it as a mechanism for micro-organism motion. Lammert et al.39 made a quantitative model and suggested that it might apply to cyanobacteria, though that proposal was shown untenable68 due to the high salinity of their environment. To date, self-electrophoresis has not been demonstrated in living systems, but it has recently been realized in synthetic inorganic systems. Paxton et al.20 fabricated half-gold/half-platinum (Au/Pt) bimetallic rods approximately 2 µm long and 370 nm in diameter, which move autonomously with speeds of 10-20 µm/s in aqueous solutions of a few percent hydrogen peroxide. Kline et al.37 fabricated five segment Pt/Ni/Au/Ni/Au motors to control...
the direction of motion by means of an external magnetic field, and Burdick et al. synthesized Au/Ni/Au/Pt-CNT nanomotors and magnetically sorted them into microchannels.

The autonomous powered motion of these electrocatalytic nanomotors has been ascribed to electrokinetic self-propulsion. The connected metals in hydrogen peroxide solution comprise a mobile electrochemical cell. The overall catalytic reaction is achieved through the anodic oxidation of hydrogen peroxide, which produces hydrogen ions, and the cathodic reduction of hydrogen peroxide, which consumes hydrogen ions, possibly supplemented by reduction of oxygen. The anodic reaction is predominant on the platinum surface and the cathodic reaction on the gold surface, so that a current of hydrogen ions is forced to flow from one side to the other. Wang et al. measured speeds and direction of motion for bimetallic rods composed of almost all possible pairs of Rh, Pt, Ni, Pd, Au, and Ru. The results agreed with expectations based on classic electrochemical measurements of currents through microelectrodes of those metals connected to a standard electrode through an external bias, strongly supporting the hypothesis that the motive mechanism is electrokinetic.

Having established the electrokinetic self-propulsion mechanism experimentally, more insight into different aspects of the phenomenon can be obtained by theoretically studying a set of governing equations that describe the motion of ions in the electrolyte, the relation between the electric potential and the local ion concentration, and the fluid flow mediated by an electric body force. Such a framework has been used extensively to address the electrophoretic motion of colloidal dielectrics and metals subjected to an external driving force in an electrolyte. In the case of electrocatalytic nanomotors, the driving forces are not external but generated through the action of electrochemical processes on the surface of the motor. Therefore, any electrokinetic model for such swimmers must include appropriate boundary conditions that address electrochemical production and consumption of hydrogen ions over the surface of the nanomotor. Two different approaches have been pursued in the literature; a flux-based approach and a kinetics-based approach.

In the flux-based approach, we simply posit an ad hoc pattern of ion flux over the surface of the particle and apply the governing equations mentioned above. This approach has been successfully applied numerically by Moran et al., who assumed a piecewise-uniform surface flux of hydrogen ions to obtain motor velocities in the range of experimental observations. Later, using a similar approach, Wang et al. obtained a power conversion efficiency of order $10^{-4}$ for Pt/Au nanorods, in agreement with estimates based on their experimental data.

The kinetics-based approach, on the other hand, folds in electrochemical reaction kinetics on the nanomotor surface from the very beginning. Yariv analytically solved a general redox model (linear in cation concentration $C_+$) for the velocity of conductive spherical and slender-body nanomotors in a symmetric binary electrolyte in the limit of thin electrical double layer and weak variation of the kinetic coefficients over the nanomotor surface. A more system-specific approach to address the decomposition of hydrogen peroxide on bimetallic nanomotors using redox kinetics was pursued numerically by Moran and Posner (second order in $C_+$) for cylindrical motors, and both numerically and analytically by Sabass and Seifert (first order in $C_+$) for spherical motors.

Both approaches successfully address experimental observations. The kinetics-based route is less ad hoc than the flux-based method, but uncertainty about surface properties and the individual reaction steps involved in the catalysis complicates its application. When the reaction kinetics is either too complicated or unknown, an empirical flux-based approach seems the only option and has yielded good predictions. While the kinetics-based approach has been studied both numerically and analytically, the flux-based approach has been used only numerically for the special case of a piecewise-uniform surface distribution of cation flux.

In this paper, we fill this gap by obtaining an analytical solution based on a general flux-based boundary condition, and giving a qualitative analysis from a molecular perspective that explains the scaling of motor speed with all the relevant parameters. A flux-based model is set up in Sec. II, consisting of a set of governing equations similar to those used in previous studies combined with problem-specific boundary conditions. We assume a general surface distribution for cation flux which can be assigned a specific form such as a piecewise-uniform flux, or given a more complicated ad hoc distribution to address the multimetallic nanomotors of Kline et al. and Burdick et al. Alternatively, the surface cation flux distribution can be calculated by requiring...
consistency with a given redox kinetics to connect flux-based and kinetics-based approaches (Appendix A). Section III contains the analytical solution of this model in the limit of thin diffuse layer to linear order in surface flux. Section IV provides a new scaling analysis that captures the essential physics of self-electrophoretic motion using elementary physical reasoning. Section V defines surface cation flux efficiency and elucidates the general effects of surface cation flux distribution on the performance of a motor. For the reader who is disinclined to wade through the formalism of Secs. II and III, we suggest reading Sec. II up through Eq. (5) for notational familiarity, consulting Eq. (35), and then proceeding directly to Secs. IV and V, which are independent of the formal apparatus.

II. PROBLEM FORMULATION

We model the nanomotor and its environment as a conductive spherical particle moving under isothermal conditions in a symmetric binary electrolyte of cations (+) and anions (−) with ionic valences \( z_+ \) and \( z_- (z_+ = -z_- = z) \) and diffusion coefficients \( D_+ \) and \( D_- \), respectively. We define \( D_{\text{min}} = \min(D_+, D_-) \) as the smallest diffusivity of ions in the electrolyte. The conductive sphere, comprising at least two different catalytic metals in an axisymmetric configuration (see Fig. 1), produces and consumes cations asymmetrically on its surface. We work in the experimentally relevant regime\(^{62,65} \) where the sphere radius \( a \) is much larger than the Debye length

\[
\lambda_D = \frac{\sqrt{\varepsilon \phi_T}}{2 z F C_0^\text{\textsc{c}}}. \tag{1}
\]

Here, \( \varepsilon \) is the permittivity of the fluid, \( \phi_T = RT/(z F) \) is the thermal potential, \( R \) is the universal gas constant, \( T \) is the absolute temperature, \( F \) is Faraday's constant, and \( C_0^\text{\textsc{c}} \) is the bulk cation concentration. We write dimensional variables without undertilde (e.g., \( G \)) and dimensionless variables with an undertilde (e.g., \( G \)). Lengths are made dimensionless with the nanomotor radius \( a \), concentrations with the far-field cation concentration \( C_0^\text{\textsc{c}} \), fluxes with \( D_{\text{min}} C_0^\text{\textsc{c}} / a \), electric potential with the thermal potential \( \phi_T = RT/(z F) \), pressure with \( \varepsilon \phi_T^2 / a^2 \), and velocity with \( \varepsilon \phi_T^2 / \mu a \), where \( \mu \) is the fluid viscosity.

The nanomotor surface is impermeable to anions, leading to the boundary condition

\[
\hat{n} \cdot \mathbf{J}_-|_{r=1} = 0 \tag{2}
\]

for the surface flux \( \mathbf{J}_- \) of negative ions. The surface flux of cations \( \hat{n} \cdot \mathbf{J}_+ \), on the other hand, is non-zero and asymmetrically distributed over the surface of the nanomotor, with the average

![Fig. 1. The nanomotor is modeled as an axisymmetric conductive spherical particle. A general position-dependent flux of hydrogen ions at the surface of the sphere is represented by \( \hat{n} \cdot \mathbf{J}_+ \), which can either be a kinetics-based or an ad hoc model-based function. The nanomotor moves with its anode forward.](image)
The resulting local electric field acts on the ions and consequently exerts a force on the fluid elements containing net charge, thereby generating flow of fluid around the nanomotor. Because of the small size and velocity of the nanomotor, the resulting flow typically has low Reynolds number and is governed by the Stokes and continuity equations, which are written in dimensionless form as

\[
\nabla^2 \mathbf{U} + \nabla^2 \Phi \nabla \Phi = \nabla P, \tag{12a}
\]

\[
\nabla \cdot \mathbf{U} = 0, \tag{12b}
\]

where \( P \) is the pressure. The second term on the left-hand side of Eq. (12a) represents the body force exerted on the fluid by the local electric field. In the laboratory-fixed frame of reference, the far-field fluid velocity satisfies

\[
\mathbf{U}(r \to \infty) = 0, \tag{13}
\]

while the no-slip condition on the surface of the particle requires

\[
\mathbf{U}(r = 1) = q' \hat{e}_z, \tag{14}
\]
where $\mathbf{U}$ is the nanomotor velocity in the laboratory frame and $\mathbf{e}_z$ is a unit vector pointing from cathode to anode parallel to the symmetry axis of the particle, as shown in Fig. 1.

III. NANOMOTOR VELOCITY

Since the dimensionless Debye length is typically small, $\lambda \ll 1$, the term $\lambda^2 \nabla^2 \Phi$ in Poisson equation (9) is vanishingly small everywhere in the electrolyte domain except in a thin boundary layer near the surface of the particle where large variations in electric potential occur. Hence, we divide the electrolyte domain into an inner region near the particle surface where the radial change in electric potential is large enough for $\lambda^2 \nabla^2 \Phi$ to be $O(1)$, and an outer region, where $\lambda^2 \nabla^2 \Phi$ vanishes to leading order in $\lambda$. To capture the rapid radial variation of electric potential in the inner region, we stretch the inner region using the transformation $\rho = (r - 1)/\lambda$ and write inner and outer expansions in the form $G^i(\rho, \theta) = \sum_{k=n_0}^{\infty} \lambda^k G^{i(k)}(\rho, \theta)$ and $G^o(\rho, \theta) = \sum_{k=n_0}^{\infty} \lambda^k G^{o(k)}(\rho, \theta)$, respectively, for each field $G$, where the value of $n_0$ depends on $G$.\footnote{We then match the inner and outer expansions to obtain uniformly valid asymptotic expansions over the entire domain. Since our analysis for the inner region overlaps with Yariv’s kinetics-based analysis,\textsuperscript{62,75} we briefly review his results in the inner region as Eqs. (15)–(17) and then apply our flux-based analysis for the outer region to obtain the nanomotor velocity.}

To leading order in $\lambda$, in the outer region, the electro-neutrality condition holds,

$$C^0_+ = C^o(1) = C^o(0),$$  \hspace{1cm} (15)

and the ion concentrations in the inner region obey the local equilibrium condition

$$C^{\prime(0)}_\pm (\rho, \theta) = C^{\prime(0)}_\pm (1, \theta) \exp \left(\mp [\Phi^{\prime(0)}(\rho, \theta) - \Phi^{\prime(0)}(1, \theta)]\right).$$  \hspace{1cm} (16)

The slip velocity as the surface boundary condition for the outer region follows:\textsuperscript{62,73–75}

$$U^{\prime(0)}_{\text{slip}}(\rho) = \left[\phi^{\prime(0)}(1) - \Phi^{\prime(0)}(1, \theta)\right] \partial_\theta \Phi^{\prime(0)}(1, \theta) - 4 \frac{\partial_\rho C^{\prime(0)}_\pm (1, \theta)}{C^{\prime(0)}_\pm (1, \theta)} \ln \cosh \left(\frac{\phi^{\prime(0)}(1) - \Phi^{\prime(0)}(1, \theta)}{4}\right).$$  \hspace{1cm} (17)

Noting that $J^{i(-1)}_z = 0$, the species conservation equations at $O(\lambda^{-1})$ reduce to $\partial_\rho J^{\prime(0)}_z = 0$, implying that $J^{\prime(0)}_z$ are independent of $\rho$ in the inner region. Therefore, matching the leading order normal fluxes yields

$$J^{\prime(0)}_+ (1, \theta) = J^{\prime(0)}_+ (\rho, \theta) = \bar{j}_f(\theta),$$  \hspace{1cm} (18a)

$$J^{\prime(0)}_- (1, \theta) = J^{\prime(0)}_- (\rho, \theta) = 0,$$  \hspace{1cm} (18b)

where the leading-order radial fluxes in the outer region are given by

$$J^{\prime(0)}_{z/r} = -D_z \left[\partial_\rho C^{\prime(0)}_\pm + C^{\prime(0)}_\pm \partial_\rho \Phi^{\prime(0)}\right].$$  \hspace{1cm} (19)

Using Eq. (7), adding and subtracting the $O(\lambda^{g})$ species conservation equations for positive and negative ions, and using electro-neutrality condition (15), yields

$$\nabla^2 C^{\prime(0)} = \left(\frac{D^{-1}_+ + D^{-1}_-}{2}\right) P e \mathbf{U}^{\prime(0)} \cdot \nabla C^{\prime(0)},$$  \hspace{1cm} (20a)

$$\nabla \cdot \left(C^{\prime(0)} \nabla \Phi^{\prime(0)}\right) = \left(\frac{D^{-1}_+ - D^{-1}_-}{2}\right) P e \mathbf{U}^{\prime(0)} \cdot \nabla C^{\prime(0)}.$$  \hspace{1cm} (20b)

Repeating the same procedure with Eq. (18) and using Eqs. (8), (11), and (19) gives the surface and far-field boundary conditions

$$\partial_\rho C^{\prime(0)} = C^{\prime(0)} \partial_\rho \Phi^{\prime(0)} = -\frac{1}{2} D^{-1}_+ \bar{j}_f(\theta) \text{ as } r \to 1,$$  \hspace{1cm} (21a)

$$\partial_\rho C^{\prime(0)} = C^{\prime(0)} \partial_\rho \Phi^{\prime(0)} = 0 \text{ as } r \to \infty.$$  \hspace{1cm} (21b)

To determine the nanomotor velocity to leading order in $\lambda$, we need to solve the continuity and Stokes equations at $O(\lambda^{g})$, coupled to Eqs. (20). In the laboratory frame, the leading-order equations...
are
\[ \nabla^2 U^{(0)} + \nabla \Phi^{(0)} \cdot \nabla \Phi^{(0)} = \nabla P^{(0)}, \]  
(22a)
\[ \nabla \cdot U^{(0)} = 0 \]  
(22b)
subject to the far-field conditions
\[ U^{(0)}(r \to \infty, \theta) = 0, \]  
(23a)
\[ P^{(0)}(r \to \infty, \theta) = 0 \]  
(23b)
and the surface condition
\[ U^{(0)}(1, \theta) = U_\text{slip}^{(0)}(\theta) \hat{e}_\theta, \]  
(24)
where \( \hat{e}_\theta \) is a unit vector in the \( \theta \) direction (see Fig. 1).

To proceed with an analytical solution for nonlinear Eqs. (20)–(22), we linearize them in the weak field limit by using perturbation expansions in the small parameter \( j \), as
\[ G^{(0)}(r, \theta) = \sum_{k=0}^{\infty} j^k G^{(0,k)}(r, \theta), \]  
(25)
where \( \phi^{(0,0)} < 0 \) is the constant leading-order surface potential, \( \Phi^{(0,0)} = U^{(0,0)} = U^{(0,0)} = 0 \), and \( \zeta^{(0,0)} = \zeta^{\infty} = 1 \). To leading order in \( j \), Eqs. (20) and (21) reduce to
\[ \nabla^2 G^{(0,1)} = 0, \]  
(26a)
\[ \partial_r G^{(0,1)} = -\frac{1}{2} D_+^{-1} f(\theta) \]  
at \( r = 1 \),
\[ G^{(0,1)} = 0 \]  
as \( r \to \infty \),
(26c)
where \( G \) is either \( \zeta \) or \( \Phi \). The solution to these equations can be written as
\[ \zeta^{(0,1)}(r, \theta) = \phi^{(0,1)}(r, \theta) = \sum_{n=0}^{\infty} \beta_n \frac{P_n(\cos \theta)}{r^{n+1}}, \]  
(27a)
\[ \beta_n = \frac{2n + 1}{4(n+1)} D_+^{-1} \int_0^\pi f(\theta) P_n(\cos \theta) \sin \theta \, d\theta \]  
for \( n \geq 1 \),
(27b)
where \( P_n \) is the Legendre polynomial of order \( n \). Because of constraint (5), we have \( \beta_0 = 0 \). To leading order in \( j \), boundary conditions (23a) and (24) become
\[ U^{(0,1)} = U^{(0)} \hat{e}_z + 4 \ln \left(1 + \tanh(\phi^{(0,0)}/4)\right) \partial_\theta \Phi^{(0,1)} \hat{e}_\theta \]  
at \( r = 1 \),
\[ U^{(0,1)} = 0 \]  
as \( r \to \infty \),
(28a)
where we have used \( \zeta^{(0,1)} = \Phi^{(0,1)} \) in the expansion of the slip velocity (17) in powers of \( j \), along with the identity \( \ln(1 + \tanh \zeta) = \zeta - \ln \cosh \zeta \). Since the fluid velocity vanishes at far field, we can apply the Lorentz reciprocal theorem\textsuperscript{79–81} to obtain
\[ \int_S \hat{n} \cdot \tau^{(0,1)} \cdot U' \, dA = \int_S \hat{n} \cdot \tau' \cdot U^{(0,1)} \, dA, \]  
(29)
where the integrals are over the nanomotor surface with outward unit normal \( \hat{n} \); \( \tau^{(0,1)} \) is the Newtonian stress tensor corresponding to the flow problem at \( O(\lambda^0, j) \); and \( U' \) and \( \tau' \) are chosen to be the known velocity and stress distributions for the problem of a solid sphere translating with constant speed \( \mathcal{U}' = 1 \) in the \( \hat{e}_z \) direction in an otherwise quiescent Newtonian fluid at low Reynolds number, for which \( \hat{n} \cdot \tau' = -\frac{8}{3} \hat{e}_z \) everywhere on the particle surface.\textsuperscript{79–81} Requiring the particle to be force-free and using Eq. (28a) reduces Eq. (29) to
\[ \mathcal{U}^{(0,1)} = 4 \ln \left(1 + \tanh(\phi^{(0,0)}/4)\right) \int_{-1}^1 \Phi^{(0,1)}(1, \theta) \cos \theta \, d(\cos \theta) \]  
\[ \quad = -\frac{8}{3} \beta_1 \ln \left(1 + \tanh(\phi^{(0,0)}/4)\right), \]  
(30)
where we have substituted expression (27) for \( \Phi^{0,0,1}(1, \theta) \) and taken advantage of the orthogonality of Legendre polynomials. Thus, to leading order in the dimensionless Debye length \( \lambda_D \) and first order in the dimensionless strength of cation flux \( \hat{j}_c \), the speed of the spherical nanomotor is given by

\[
\mathcal{U} = -\frac{8}{3} \beta_1 \hat{j}_c \ln \left[ 1 + \tanh(\theta^{0,0}/4) \right] + O(\lambda_D^2 \hat{j}_c^2). \tag{31}
\]

As noted, following Eq. (4), we defined the general function \( f(\theta) = \hat{j}_c^{-1} \hat{n} \cdot J_+ |_{\theta=1} \) solely for mathematical convenience and now it is time to eliminate it. Using the first Legendre coefficient \( \{1\} \) of the surface cation flux

\[
\{ \hat{n} \cdot J_+ |_{\theta} \} = \frac{3}{2} \int_{-1}^{1} \hat{n} \cdot J_+ |_{\theta=1} P_1(\cos \theta) d(\cos \theta), \tag{32}
\]

and Eqs. (4) and (27), we find

\[
\beta_1 \hat{j}_c = \frac{1}{4} D_+^{-1} \{ \hat{n} \cdot J_+ |_{\theta} \} \tag{33}
\]

which recasts Eq. (31) into

\[
\mathcal{U} \approx -\frac{2}{3} \{ \hat{n} \cdot J_+ |_{\theta} \} D_+^{-1} \ln \left[ 1 + \tanh(\theta^{0,0}/4) \right]. \tag{34}
\]

The dependence of nanomotor velocity on physical parameters such as viscosity, temperature, diffusivity, pH, and charge of ions can be readily identified from the dimensional form of Eq. (34)

\[
\mathcal{U} \approx -\frac{4}{3} \{ \hat{n} \cdot J_+ \} \left( \frac{\lambda_D^2 \tau_0 F}{\mu D_+} \right) \ln \left[ 1 + \tanh \left( \frac{\phi^{0,0}}{4\phi_F} \right) \right]. \tag{35}
\]

Increasing the diffusivity of the cations reduces the asymmetry of the ion cloud, and thus weakens the driving force for fluid motion, resulting in a smaller nanomotor velocity. The diffusivity of anions does not affect the velocity, since there is neither sink nor source of anions on the surface. As expected for low Reynolds number motion, an increase in viscosity increases the drag force and thus reduces the speed of the nanomotor. Temperature effects appear explicitly through \( \phi_F \) and implicitly through other physical parameters such as viscosity or diffusivity.

Expression (35) is general in the sense that for a given surface cation flux distribution and interfacial potential it gives us the nanomotor velocity. What remains is to determine these two quantities. As discussed in the introduction, there are two main approaches for determining \( \hat{n} \cdot J_+ \) and \( \phi^{0,0} \). In the flux-based approach, \(^{60,61}\) these quantities are treated as given, mostly from experimental measurements of \( j_c \) \(^{97}\) and \( \phi^{0,0} \) \(^{82}\) and \( \phi^{0,0} \) \(^{82}\) and \( \phi^{0,0} \) \(^{82}\) obtained from kinetic and physical parameters. To demonstrate the utility of Eqs. (34) and (35) in bridging the kinetics-based and flux-based approaches, Appendix A shows how a redox kinetics model can be incorporated within the framework of our analysis.

IV. PHYSICAL PICTURE

Here, we give a mathematically unencumbered rationalization of the dependence of the motor velocity on physical parameters. Since \( j_c \propto \{ \hat{n} \cdot J_+ \} \) and in the limit \( |\phi^{0,0}| \ll \phi_F \), \( \ln[1 + \tanh(\theta^{0,0}/4\phi_F)] \approx \phi^{0,0}/4\phi_F \), Eq. (35) shows the scaling behavior

\[
\mathcal{U} \propto \frac{\lambda_D^2 \tau_0 F}{\mu D_+} \phi^{0,0} j_c. \tag{36}
\]

The unpowered motor (i.e., in absence of fuel) has a small but nonzero native charge \(^{82}\) and a screening cloud of cations around it which falls off exponentially over the Debye length \( \lambda_D \ll a \). In the regime of Eq. (36), the screening cloud is just a slight perturbation of the ionic concentrations in the ambient fluid, assumed small enough that we can linearize the ionic concentrations in terms of the dimensionless surface potential \( |\phi^{0,0}|/\phi_F \). Outside of the diffuse layer, charge-neutrality
holds. Within the diffuse layer, however, the cation concentration is increased and the anion concentration decreased by an amount proportional to $|\phi(0,0)|/\phi_T$ times the bulk cation concentration, as follows from linearizing the Boltzmann factors. Therefore, we have “excess” cation concentration (compared to that of the electro-neutrality condition)

$$C_{+,0}^{\text{exc}} \propto C_+^{\infty} \left[ \frac{|\phi(0,0)|}{\phi_T} \right]$$

and an electric field

$$E_0 \propto \frac{\phi(0,0)}{l_D} \hat{n}$$

normal to the surface within the diffuse layer around the unpowered motor.

Now, we turn on the motor by adding fuel to the fluid. The motor moves relative to the surrounding fluid. If we immobilize it by a force $F_{\text{ext}}$ external to the system (motor and fluid), then the motor acts as a pump. Upon release of the external force, the motor begins to move, rapidly reaching a steady velocity and experiencing a drag force equal to $F_{\text{ext}}$. For a sphere, Stokes’ formula relates the force magnitude to the particle speed

$$U = -\frac{F_{\text{ext}}}{6\pi \mu a}.$$  \hspace{1cm} (39)

In an unbounded fluid domain, $F_{\text{ext}}$ is the net external force on the system in steady operation of the pump. Hence, $F_{\text{ext}}$ is the net rate at which momentum is added to the system. As the fluid velocity is at steady state, this momentum is evidently not building up anywhere, hence, it must be transported to infinity. Thus, motor speed (39) can be determined by finding the rate of transport of momentum to infinity by the pump. For a confined system, “infinity” means the walls of the container. In the presence of nearby walls, Eq. (39) requires corrections in powers of the ratio of the motor radius to distance of the motor center from the wall.\footnote{81} But our arguments should remain qualitatively valid in that case.

The perturbed electrostatic field around a working pump acts on ions and locally injects momentum into the fluid. The charges responsible for this perturbed electrostatic field are both inside the pump and in the fluid. Those inside the pump are partially due to the requirement that the metallic motor body be (nearly) an equipotential. Hence, the perturbation presented to the system of ions-in-solution can equally well be viewed as a static surface charge distribution and cation current at the motor surface, with the linear response of the system being the sum of its response to these two perturbations separately. The static surface charge distribution evokes a static response, with electrostatic body forces balanced by pressure gradients. For our purposes, this can simply be ignored. The flux perturbation creates and maintains an asymmetry in excess cation concentration

$$C_+^{\text{exc}} = C_+^{\text{exc},0} + \delta C_+^{\text{exc}}$$

with regions of lesser (greater) excess cation concentration near the anode (cathode). This nonequilibrium charge distribution creates a roughly dipolar electric field around the particle which falls off in strength over a distance scaling with the particle size $a$. Thus, significant current flows throughout a region extending away from the particle surface up to a distance scaling with $a$. Outside the electrical double layer, charge neutrality holds; cations go in one direction and anions go in the opposite direction, so there is no net momentum transferred to fluid elements. Within the diffuse layer, however, the force on ions due to the effect of the electric field

$$E = E_0 + \delta E$$

on excess cation concentration (40) is, up to first order,

$$C_+^{\text{exc}} E \approx C_+^{\text{exc}} E_0 + C_+^{\text{exc},0} \delta E.$$  \hspace{1cm} (42)

The normal component of the force is compensated by a pressure gradient and only the tangential component of the second term on the right-hand side of Eq. (42) contributes to flow. Therefore, the net momentum transferred into the fluid through electrostatic forces is accounted for by the force on excess cations $C_+^{\text{exc},0}$. We will estimate the momentum transfer through the current due to the motion
of just these excess cations. At steady state, cations are produced at the anode and consumed at the cathode, which requires the motion of excess cations from one side to the other. Cations are produced at a rate \( \propto N_A j_c a^2 \) (\( N_A \) is Avogadro’s number and \( j_c \) is the molar cation flux) and move from anode to cathode in a region extending away from the particle surface up to a distance of scale \( a \), the length scale over which the electric field falls off. Outside the diffuse layer charge neutrality holds, so that forces on cations are compensated by forces on anions, leading to no momentum transfer in that region. Only a fraction equal to the ratio of cross sections \( \propto a \lambda_D / a^2 = \lambda_D / a \) passes through the diffuse layer, and out of these cations, only a fraction proportional to \( |\phi^{(0,0)}| / \phi_T \) are excess cations and thus responsible for the transfer of momentum. Therefore, the current of excess cations in the diffuse layer is

\[
I_{ex} \propto \left( \frac{|\phi^{(0,0)}|}{\phi_T} \right) \left( \frac{\lambda_D}{a} \right) (N_A j_c a^2). \tag{43}
\]

As noted earlier, to estimate the rate at which momentum is injected into the fluid, we need only concern ourselves with the force on the excess cations that move within the diffuse layer, since the forces on positive and negative ions outside the diffuse layer are otherwise balanced. We follow a typical ion in excess current (43) along its journey from one side of the motor to the other. Temporarily, let us assume a physical situation where the excess cations are traveling a distance of order \( a \) under an electric field in an “unbounded domain” such that the Einstein relation (\( k_B \) is Boltzmann’s constant)

\[
v_{\text{drift}} = \frac{D_A}{k_B T} F_{\text{elec}} \tag{44}
\]

relates the cation’s drift velocity \( v_{\text{drift}} \) to the electrostatic force \( F_{\text{elec}} \) on cation. Insofar, as we are considering the ionic current to be dominated by the electrostatic force, this drift velocity can be taken to be the net ion velocity, so that

\[
\int F_{\text{elec}} \, dt = \frac{k_B T}{D_A} \int v_{\text{drift}} \, dt = \frac{k_B T}{D_A} \Delta X,
\]

where \( \Delta X \) is the net displacement of the ion in its journey and \( |\Delta X| \propto a \). Then, a typical ion in the imbalance current obtains a net impulse proportional to \( a k_B T / D_A \). We obtained this net impulse under the assumption that cations move in an unbounded domain. However, these cations are moving near the nanomotor surface, and their efficiency of momentum transfer to distant fluid is less than 1 because some of the momentum is reabsorbed by the motor through viscous and pressure stresses at the surface: only a portion of this momentum is transferred to infinity (or the walls) through the action of viscosity and pressure. Indeed, the efficiency of this momentum transfer approaches zero as the ion gets closer to the surface, because of the no-slip boundary condition. More precisely (see Appendix B), to leading order in powers of \( d / a \ll 1 \), \( d \) being distance from the surface, the efficiency is proportional to \( d / a \). Since the typical excess cation’s average distance from the surface is \( d \propto \lambda_D \), we deduce a momentum transfer efficiency proportional to \( \lambda_D / a \). Thus, during its trip, an excess cation in the excess current injects net momentum \( \sim (a k_B T / D_A) (\lambda_D / a) = \lambda_D k_B T / D_A \) into the distant fluid. Multiplying this momentum by the rate at which ions in the excess current finish their journeys, namely, \( I_{ex} \), we obtain

\[
F_{\text{ext}} \propto \left( \frac{k_B T}{D_A \lambda_D} \right) \left( \frac{|\phi^{(0,0)}|}{\phi_T} \right) \left( \frac{\lambda_D}{a} \right) (N_A j_c a^2) = a \frac{F_0 \lambda_D^2}{D_A} |\phi^{(0,0)}| j_c. \tag{46}
\]

Finally, plugging this into Stokes formula (39) recovers scaling speed (36).

V. SURFACE CATION FLUX EFFICIENCY

The analytical character of this general (i.e., not reaction-specific) flux-based approach enables certain insights into the relationship between the surface distribution of cation flux and ultimate motor performance. It is clear from Eq. (34) for the nanomotor velocity that for fixed \( \phi^{(0,0)} \) and \( j_c \),
the effects of surface cation flux distribution are encoded in a surface cation flux efficiency $\eta$ defined as

\[
\eta = \frac{\int_0^\pi \hat{n} \cdot \mathbf{J}_\text{S} \cos \theta \sin \theta d\theta}{\int_0^\pi \hat{n} \cdot \mathbf{J}_\text{S} \sin \theta d\theta} = \frac{2}{3} j_+^{-1} \{\hat{n} \cdot \mathbf{J}_+ \}_{\text{S}}. \tag{47}
\]

While hydrodynamic efficiency—defined as power output over the sum of hydrodynamic dissipation and power output—deals with the efficiency of a motor’s power conversion, the surface cation flux efficiency $\eta$ measures the optimality of the surface cation flux distribution for a given amount of total electrochemical activity. We would like to know how motor function varies—at fixed total reaction rate, the nanomotor velocity is independent of $f_\pm$ for all motors in this family, irrespective of the fraction of the surface devoted to source or sink: for fixed total reaction rate, the nanomotor velocity is independent of $\theta_0$. This is consistent with the recent experimental observations of Takagi et al., who reported that varying the Pt/Au ratio from $\frac{1}{3}$ to 3 in their rod-like nanomotors did not significantly affect the motor velocity.

In practical terms, one wishes to maximize motor speed at given fuel concentration, so this result really indicates that $\theta_0$ simply should be tuned to maximize the net electrochemical reaction rate $j_+$. The more-reactive metal should occupy less area. For $\theta_0$ far from $\frac{\pi}{2}$, the approximation of discontinuous piecewise flux (48) may break down since $P_1(\cos \theta)$ may be significant in the vicinity of $\theta_0$. If we go beyond the simple source/sink geometry and allow an inert region, it is clear that the surface cation flux distribution efficiency is maximized (at fixed total reaction rate) by limiting the source and sink to small patches at opposite poles. Although $\eta$ can thus be made to approach unity,
such a design would have a small $j_+$ and, therefore, small speed; at given peroxide concentration, fuel would be used efficiently but could not be consumed rapidly.

VI. CONCLUSION

We have rigorously derived, and given a heuristic explanation of, a general formula (35) for the speed of an electrokinetic motor to leading order in the small Debye length limit and linear in cation flux. It can be applied with an ad hoc flux, or consistency can be enforced with a specified chemical kinetics as in Appendix A. The first Legendre coefficient of surface cation flux controls the nanomotor velocity, and a scaling argument provides physical insight into the molecular-level process of momentum transport to infinity that underlies nanomotor operation. In addition to the observations in Sec. V on the surface cation flux efficiency of converting a given amount of electrochemical activity into propulsion, several additional design criteria can be gleaned from our analysis. At least in the linear regime, the charged diffuse layer is the “working fluid” of the motor. Motor speed is increased by charging it more via increased interfacial potential, or by moving it further from the surface via increased Debye length. Thus, manipulating the surface charge of an electrokinetic motor can be useful. At large Debye length, our analysis becomes quantitatively unreliable, though qualitative trends should still be correct. The dependence on Debye length indicates that electrokinetic motors will not perform well at high ionic strength, at least in the linear regime. That is, in their nature, there are some environments to which they are not suited, others to which they are.
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APPENDIX A: REDOX KINETICS

In this section, we calculate $\{\hat{n} \cdot \mathbf{J}_+|_S\}_1$ and $\phi^{(0,0)}$ for linear redox kinetics

$$\hat{n} \cdot \mathbf{J}_+ = k \left[ 1 - C_+ / C_+^{\text{Ref}} \right]$$

(A1)

which models the net dissolution rate of cations at the nanomotor surface. Here, $k$ represents an effective anodic rate, $C_+$ is the cation concentration in the liquid adjacent to the nanomotor surface, and $C_+^{\text{Ref}}$ is a reference cation concentration that varies over the surface. $C_+^{\text{Ref}}$ can be inferred as a fast-kinetic equilibrium concentration, since in the limit $k \to \infty$, the accumulation of cations near the surface would stop cation production.

Yariv\textsuperscript{75} neglected the effect of Stern layer in the linear response regime and introduced Eq. (A1) as a first-order Butler-Volmer redox kinetics to study the locomotion of ion-exchange particles in the presence of a weak uniform electric field in the limit of thin diffuse layer. Later, he used the same redox kinetics to solve for the velocity of electrocatalytic nanomotors.\textsuperscript{62} In his analysis, the surface variation of the equilibrium cation concentration is modeled by

$$C_+^{\text{Ref}}(\theta) = \langle C_+^{\text{Ref}} \rangle \left[ 1 + \varepsilon C_+^{\prime}(\theta) \right],$$

(A2)

where $\varepsilon \ll 1$ is a small dimensionless parameter and $\langle C_+^{\text{Ref}} \rangle$ represents the surface average of $C_+^{\text{Ref}}(\theta)$ so that $C_+^{\prime}(\theta)$ satisfies

$$\int_0^\pi C_+^{\prime}(\theta) \sin \theta \, d\theta = 0.$$  

(A3)

Sabass and Seifert\textsuperscript{65} also used a linear Butler-Volmer equation while taking into account a potential drop across the Stern layer. However, the exponential dependence on the position-dependent potential difference is ultimately linearized in their analytical solution and reduced to a constant that can be absorbed in the arbitrary redox kinetic coefficients. As such, the kinetic model used by Sabass and Seifert\textsuperscript{65} becomes similar to redox model (A1) used by Yariv.\textsuperscript{62, 75}
Here, we demonstrate how to connect our flux-based expression (34) to redox kinetics (A1). Cation flux matching condition (18a) in the $O(\lambda^0)$ part of Eq. (A1)'s dimensionless form, combined with radial flux expression (19) and inner region cation distribution (16) yields

$$\phi(0) = \Phi^{\alpha(0)}(1, \theta) + \ln C_r^{\alpha(0)}(1, \theta) - \ln C_r^{\text{Ref}(0)}(\theta) - \ln \left[1 + \frac{D_r}{Da} \left( \frac{\partial C_r^{\alpha(0)}}{\partial \theta} \right) \right], \quad (A4)$$

where the Damkohler number $Da = k a/(D_{\text{min}} C_r^{\alpha(0)})$ is the ratio of the time scale for diffusion to that for surface reaction. We write the general perturbation form $G^{\alpha(0)} = G_r^{\alpha(0)} + \delta G^{\alpha(0)}$ for each field $G$ to split Eq. (A4) into

$$\phi(0) = \ln C_r^{\text{Ref}(0)}, \quad (A5a)$$

$$\delta \Phi^{\alpha(0)} + \frac{D_r}{Da} \frac{\partial}{\partial \theta} \left[ \delta C_r^{\alpha(0)} + \delta \Phi^{\alpha(0)} \right] = \delta \Phi^{\alpha(0)} + \frac{\delta C_r^{\alpha(0)}}{C_r^{\text{Ref}(0)}} \quad \text{at } r = 1. \quad (A5b)$$

To obtain $\{\hat{n} \cdot J_+|S\}_1$, we connect the perturbation analyses based on $j_+$ and $e$. From $O(\lambda^0)$ reference cation concentration (A2), it follows that $C_r^{\text{Ref}(0)} = \langle C_r^{\text{Ref}(0)} \rangle$ and $\delta C_r^{\text{Ref}(0)} = e \langle C_r^{\text{Ref}(0)} \rangle C_+^{\text{Ref}(0)}(\theta)$. The flux-based perturbation analysis yields $\delta \Phi^{\alpha(0)} = \delta C_r^{\alpha(0)} = j_+ \delta \Phi^{\alpha(1)}$ and Eqs. (27) and (33) give $\{\hat{n} \cdot J_+|S\}_1 = \frac{1}{4} \delta_+^{-1} \{\hat{n} \cdot J_+|S\}_1 r^{-2}$. Using these results in the Legendre expansion of Eq. (A5b) leads to

$$\{\hat{n} \cdot J_+|S\}_1 = \frac{2 e D_r \{C_+^{\text{Ref}(0)}\}_1}{1 + \frac{2 D_r}{Da}}. \quad (A6)$$

Substitution of Eqs. (A5a) and (A6) into expression (34), setting $C_r^{\text{Ref}(0)} = \langle C_r^{\text{Ref}(0)} \rangle$, and using the identity $1 + \tanh(\zeta/4) = 2/(1 + \sqrt{e^{-\zeta}})$ recovers Yariv’s velocity expression

$$\mathcal{U} = \frac{4}{3} \frac{e}{1 + \frac{2 D_r}{Da}} \ln \left[ \frac{1 + \sqrt{\langle C_+^{\text{Ref}(0)} \rangle}}{2} \right]. \quad (A7)$$

Thus, flux-based and kinetics-based methods can be directly connected in the linear response regime.

**APPENDIX B: MOMENTUM TRANSFER EFFICIENCY NEAR THE MOTOR SURFACE**

In our scaling analysis, we considered the force exerted on ions during their journey from source to sink. At steady state, we have a distribution of point-forces in the fluid resulting from local injection of momentum into the fluid by ions. Consider a tangential point-force $F \delta (r - r_0)$, a distance $d = |r_0| - a$ from a stationary sphere’s surface, which results in velocity $u'$ and stress $T'$ fields in the fluid such that $\nabla \cdot T' + F \delta (r - r_0) = 0$ at low Reynolds number. We are interested in finding $F_{\text{tr}}$, the portion of momentum rate $F$ that transfers to infinity (or the walls of the container) by hydrodynamic processes. The remaining portion $F_{\text{mit}}$ is absorbed by the motor so that $F = F_{\text{tr}} + F_{\text{mit}}$. To deal with this problem, first consider a second flow field $(u'', T'')$ resulting from the motion of a sphere of the same size with velocity $V$ at low Reynolds number. The Lorentz reciprocal theorem then requires

$$\nabla \cdot (u' \cdot T' - u'' \cdot T') = u' \cdot (\nabla \cdot T'') - u'' \cdot (\nabla \cdot T'). \quad (B1)$$

Integrating over the fluid domain and using the divergence theorem for the left side-hand results in

$$V \cdot F_{\text{mit}} = u''(r_0) \cdot F. \quad (B2)$$

Hence, for any motor shape in any container, there is a linear relation between the particle velocity $V$ and the fluid velocity field $u''$, namely,

$$u''(r) = L(r) \cdot V. \quad (B3)$$
We will recall the explicit expression for $L$ for a sphere in unbounded fluid after finishing the general manipulations. Inserting (B3) into (B2) and noting that $\mathbf{V}$ is arbitrary yields

$$F_\infty = F - F_{\text{net}} = \left[ I - L(r_0)^T \right] \cdot F,$$

where $I$ is the identity matrix. Now recall that we are interested in $r_0$ very close to the motor surface, and that a no-slip boundary condition holds there so that $L = I$ on the surface. Thus, with $d$ denoting distance from the surface, Taylor expansion of $L^T(r)$ about the projection of $r_0$ onto the surface, i.e., $r = r_0^\ast$, to first order in $d$ leads to

$$F_\infty \approx -d \hat{n} \cdot \nabla L^T |_{r_0^*} \cdot F,$$

where $\hat{n} \cdot \nabla$ indicates a normal derivative. For a sphere of radius $a$ centered at the origin, the Stokes solution is

$$L = L^T = \frac{3a}{4a} \left[ \left( 1 + \frac{a^2}{3r^2} \right) I + \left( 1 - \frac{a^2}{r^2} \right) R \right],$$

(B6)

where $r = |r|$, and $\hat{r} = r/r$. Then,

$$\hat{n} \cdot \nabla_{\text{surface}} = \left. \frac{\partial L}{\partial r} \right|_{r=a} = -\frac{1}{2a} \hat{i} + \frac{3}{2a} \hat{n} \hat{n},$$

(B7)

where $\hat{n}$ is normal to the surface at $r_0^\ast$. Insofar as we are interested only in $F$ tangent to the surface, the dyadic term $\hat{n} \hat{n}$ does not contribute to $F_\infty$. Therefore, substituting Eq. (B7) into Eq. (B5), we find

$$F_\infty \approx \frac{d}{2a} F,$$

(B8)

and the momentum transfer efficiency for a tangential point-force at distance $d$ from the surface is proportional to $d/a$, as noted in the discussion in the main text following Eq. (45).

---
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